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1. Starting R commander and importing data

1.1 What is R Commander?

It is free staistical software. R commander was developed as an easy tgraphical user
interface (GUI) for R (freeware statistical programming language) and wakpetedy Prof.

John Bx to allow the teaching of statistics courses and removing the hindrancefiisse
complexity from the process of learning statistics. This means it has drop down menus that can
drive the statistical analysis of data.lt is considered the most viable-d&Rkernative to
commercial statistical packages li8®S®Nikipedia). The package is highly useful to R novices,
since for each analysis run it displays the underlying R code.

Home pagehttp://socserv.mcmaster.cdjfox/Misc/Rcmdr/

It also has an additional 29ugins whichprovide support forspecific analyses, graphics, books
and teaching. See http://www.rcommander.com/which has a table of available plug ins and lifdes
further information.

1.2 References and additional reading material
WatKS w /2 YYI--{yCﬁI-Sﬂ\INYé QA O08 aDNY LKA OF f I a SNJ L yi'J ¢
Journal of Statistical Software 2005, Volume 14, Issue 9.

91 http://www.wlu.ca/documents/42689/Introduction_to R_and R_Commander.pdf

w http://socserv.mcmaster.ca/jfox/Misc/Rudr/Getting-Startedwith-the-Rcmdr.pdf

w http://courses.statistics.com/software/RCommander/RC00.htm



http://en.wikipedia.org/wiki/SPSS
http://socserv.mcmaster.ca/jfox/Misc/Rcmdr/
http://www.rcommander.com/
http://www.wlu.ca/documents/42689/Introduction_to_R_and_R_Commander.pdf
http://socserv.mcmaster.ca/jfox/Misc/Rcmdr/Getting-Started-with-the-Rcmdr.pdf
http://courses.statistics.com/software/RCommander/RC00.htm

1.3 Installing R commander

You need to first instaR and then R commander.

The following link provides good instructions for installation of R:
http://jekyll.math.byuh.edu/other/howto/R/R.shtml

Thefollowing link provides good instructions for installation of R commander:
http://jekyll.math.byuh.edu/other/howto/R/Rcmdr.shtml

1.4 Sarting the R Commander
i. Open Rorogram
e.g. double click on R icon or start/all programs/R
ii. To open the R commander progratype at the promptlibrary("Rcmdr") and press
return.
The R commander window shown below will open.

Drop down menus Markdown system
\ 7 R Cormmander E=SrET)
. —‘ Toolbar

File Edit Data Statistics Graphy” Models Distributions Tools Help ‘

@ Data set: < Mo actipfdataset> l ,: Edit data set”_'a View data set] Model: | £ <Mo active model=

R Seript |R Markdown

Script Window: R commands
generated by the GUI

Select then by highlighting and then
send the code by pressing the Subn
button (onright below the script
window)

Output

Output Window
DARK BLUEBprinted output
REDcommand that was useq

<
<

Messages

[1] HCTE: R Commander Version 2.0-2: Mon Jan 06 14:44:11 2014 -

I < s N You can type commands directly het

Message Window:

\ RED Error messages

GREENWarnings
BLUEOther information

Note: Graphs will appear in a separate Graphics Device Windowly the most recent
graph will appear. You can use page up angepdwn keys to recall igvious graphs



Drop down Menu item

File Menu items for loading and saving script files; for saving output andRt
workspace; and for exiting.

Edit Menu items Cut, Copy Paste etc.) for editing the contents of the scri
and ouput windows. Right clicking in the script or output window a
ONAY3I& dzLJ 'y SRAG aO2yiSEG¢ YSy

Data Submenus containing menu items for reading and manipulating data.

Statistics Submenus containing menu items for a variety of basic statistical ana

Graphs Menu items for creating simple statistical graphs.

Models Menu items and submenus for obtaining numerical summatr

confidence intervals, hypothesis tests, diagnostics, and graphs f{
statistical model, and for adding diagnostjoantities, seh as residuals
to the data set. Distributions Probabilities, quantiles, and graphs
standard statistical distributions (to be used, for example, as a subst
for statistical tables).

Distributions

Probabilities, quantiles,sampling and graphs of sindard statistica
distributions

Tools Menu items for loadindk packages unrelated to thRcmdrpackage (e.g.
to access data saved in another package), and for setting some optio
Help Menu items to obtain information about th® Commander (includingn

introductory manual derived from this paper). As well, e&sbommander,
dialog box has &lelpbutton.

Toolbar buttons

Data set Shows the name of the active dataset
Button: allows you choose among dataset currently in memory whig
be active

Editdata set Allows you to open the active dataset

View data set

Allows you to view the active dataset

Model

Shows the name of the active statistical model e.g. linear model
Button: allows you to choose among current models in memory

Menu items are inactre (ie, greyed out) if not applicable to the current context.



1. 5Data input
1.5.1 Manual entry
I. Start a new data set through DataNewdata set
il. Enter a new name for the dataset OK
I\ Note: the name cannot have spaces in it
Note: R is cassensitive hene mydata, MyData
iii. A data editor window where you can type in your data using a typical
spreadsheet format. Each row corresponds to an independent olgeagta

subject on which a measurement was made.
& Data Editor SEE)

File Edit Help

varl var2 var3d vard vars vare

1 |treatmentl|5.3

2 |treatmentl|5.1

treatmentl | 4.9

control 3.7

control 3.5

control 4.1

m e ||| w

9
10
11
1z
13
14
15
16
17
18
19

iv. Define the variables (column) by clicking on theuomh label and then in the
resulting dialog box enter the name and type. Where type can be numeric
(quantitative) or character (qualitative). Click on the x in the right hand corner to
close this dialog box.

V. This data frame is then the active dataset ®rcommander.



1.5.2 Import from text file
Note: the data file will need to be organized as a classic data frame. Each column
represents a single variabkg. glucose level. Each row represents an individual. The
header information needs to be containedarsingle row.

i. Data->Import data-> from text file

G Read Text Data From File, Clipboard, or URL [

Enter name for data set:  Dataset
Variable names in file: [V
Missing data indicator:  NA
Location of Data File
@ Local file system
Clipboard
Internet URL
Field Separator
@ White space
Commas
Tabs
Other  Specify:
Decimal-Point Character
@ Period [.]

Camma [,]

| @Help | | (;:':? OK | ‘ w Cancel ‘

ii. Chose a name for the new dataset (note you cannot have spaces)

iii. Specify the characteristics of the data files (e.g. commas for cswHl&K
iv. Browse and select the file/Open

Once data is importedoy should doublecheck the file was reath correctly:
v. Message window: are there any errors?

vi. Do the number of rows and columns look as expected?

vii. View the data via View data set button

@
ol

1.5.3 Import from Excel
Data files can be read in from Excel, however tb#gn have issues. It is recommended that
instead the fié is converted to a text filand then import as detailed in.3.2.
How?
1. Within Excel: Office-> Save As and select the comuhaimited (.csv) file format.




2 _Using R Commander to obtain descriptives
Rok of descriptive®
1. Checking for errors
Looking for values that fall outside the possible values for a variable
Looking for excess number of missing values
2. As descriptives
To describe the sample in your report
To address specific research questions

2.1 Cheeking categorical variables
i. Statistics> Summaries> Frequency Distribution-> Select the variablesOK
ii. Output: For each variable you selected it will tell you the frequency for each level.

The red text following prompt: Redtext following #

R code used to generate output / Explanation of what the code is doing

> .Table # counts for Headmorphology

abnormal normal missing

/ z 18 1

The output of
analysis is = 100*.Table/=um {.Table) # percentages for Headmorphology

shown inblue
abnormal normal missing

5.523810 85.714286 4.7619D5|

v. Check for unexpected levels e.g. norm rather thanmal.
™= vi. Check the number of missing values does it seem appropriate?



2.2 Checking continuous variables
i Statistics> Summaries> Numeri@al summaries
ii. Select the variables of interest

r B
@ Numerical Summaries - - — e ﬁ

Data | Statistics

Variables (pick one or more)

*

geln.Weeks

lam |

Bone.Mineral.Content
Bone.Mineral.Density -

Summarize by groups... |

[ &) Help l| <) Reset H of OK H 9 Cancel H & Apply

iii. If you have multiple groups (e.g. control versus treafit) click on summarize by
groups and select the appropriat@riable-> OK
iv. Select the statistics tab to amend the output as required.

r ™
5 Mumerical Summaries - — — e M

Statistics

Standard Deviation
Interquartile Range
[7] Coefficient of Variation
[C] Skewness &) Typel
[T] Kurtosis @ Type2

) Type3
v Quantiles: 0, .25, .5,.75,1

[ &) Help ]| 4 Reset H o OK H ¢ cancel H # Apply

Note 1. type refers to the algorithm used in the calculation of kurtosis and skewness.
Default of 2 is the currentorm. Further information can be found at:
http://cran.r-project.org/web/packages/e1071/e1071.pdf

Note 2: Definition of Kurtosis, Skewness and Coefficient of Variation is explaitiesl in
output table in the next section



http://cran.r-project.org/web/packages/e1071/e1071.pdf

Note 3: Thequantilesare values which divide the distribution such that there are a
given proportion of observations below the quantilei-or example, lte medianis the
central value of the distribution, such that fhighe points are less than or equal to it and
half are greater than or equal to itlf you enter 0.2 you asking what is the value of the
variable which of all the measures has 20% of the data smaller than it and 80% larger
than this value.

Output:

mean ad oV  =skewness kurtosi=s 03 25% 50% T75% 100% m
4,815 0.3950683 0.08560526 -0.482271 -0.8139793 3.9 4,275 4.7 4.9 5.2 20

Understanding the output:

output What is it?

mean Measure of central tendency

sd Standard deviation a measure of variability in the data

cv Thecoefficient of variation (C\$ anormalizedmeasure of variance. It is

Coefficient of | calculated as the ratio of thetandard deviatiorio the mean It can be
compared across variables as the variability is now on a standardised
scale.

variance

Skewness Skewnessis a measure of symmetry. The output can be positive
negative. A negative value indicatesgaive skew indicates meaning th
the tail on the left side of the distribution i®ngerthan the right side ang
the bulk of the values lie to the right of the mean. A positive vé
indicates positive skew indicates that th&l on the right side idonger
than the left side and the bulk of the values lie to the left of the meai
zero value indicates that the values are relatively evenly distributec
both sides of the mean

kurtosis Kurtosis is a measure of whether the data are peaked or flat relsdivenormal
distribution. A standard normal distribution has a kurtosis of zero. A pos
kurtosis indicates a "peaked" distribution and negative kurtosis indicates a

distribution.
n Number of readings
NA Number of missing values
0% Minimum vdue
25% The value below which 25 percent of the observations may be found.
50% The value below which 50 percent of the observations may be found.
75% The value below which 75 percent of the observations may be found.

100% Maximum value



http://en.wikipedia.org/wiki/Normalization_(statistics)
http://en.wikipedia.org/wiki/Standard_deviation
http://en.wikipedia.org/wiki/Mean

,,__Q;,. v. Check your imimum and maximum valuesdo they make sense?
vi. Check the number of missing values there are a lot of missing values you need to ask
why?
vii. Dothe mean scorés)make sense? Is it what you expect from previous experience?
viii.Identifying the outlier
Graphs>Index Plot
rﬂﬁ Index Plot -

Data |Qptions

Variable (pick cne)
gelnWeeks

R e )

»

| |

Bone Mineral. Content
Bone.Mineral.Density -

l &) Help l [ 49 Reset H o oK H 8 cancel H > Apply l

iXx. Select the variable of concern
X. Select the options tab to bespoke the output
rﬂﬁ Index Plot - - - ﬁﬂ
Data| Options
Plot Options Plot Labels

y-axis label  <auto>

4

F Graph title  <auto>
Identify Points 4|

@ Automatically

() Interactively with mouse

() Do not identify

Mumber of points to identify |2 jl I

l &) Help l [ 49 Reset H of 0K H 98¢ cancel H # Apply ]

xi. Outliers can be identified either by selecting
i. Automaticallyq where the prograntries to identify outliers

il. Interactively with mousgthis will lead to the fdbwing message on how you
select which points/spikes to identify.



{5 Identify Points | J

.-“"_"“-.I Use left mouse button to identify points,
@' right button to exit,

k.

L=

xii. The graph can be amended by

i. Adding title

ii. Amending the axis label

iii. Whether it is spikes or individual points.
xiii. Click to OK to visualize the graph

3. Modifying the dataset
3.1 Compute a new variable
i. Data->Manage variables in active datats> Compute new variable

05 Compute New Variable @
Current variables (double-click to expression)
AgelnWeeks *

Assay. Date [factor] | £ |
Birth.Date [factor] b

Bone.fArea -

Mew variable name Expression to compute

variable |
1 | | *

‘ @ Help | ‘ "\j@ Reset | ‘ J OK ‘ ‘ w Cancel ‘ | f‘i? Apply

L

ii. Enter new variable name
iii. An expression (equation) is written to reflect the calculation required. The table

below indicates the operators available and examples of how it could be used. Note:
Double clicking on a variable the current variables box will send the varialbdethe

expression




Operators Function Example 1 Example 2
X+y Addition Variable 1 + Varidb 2 | Variable 1 + 25
XQy Subtraction Variable I¢ Variable 2 | 35- Variable 1
X*y Multiple Variable 1*Variable 2 | 100*Variable 1
xly Division Variable 1/Variable 2 | Variable 1 /63
XNy X to the power of Y| Variable 1 ~ Variable2 | Variable1710
log10(x) Logl10 Logl0(Variable 1)

transformation
log, base) Log transformation Log(Variable 1, 2)

to a specified base

3.2 Converting numeric variables to categorical variables

Categorical variables are measures on a nominal scale i.e. where you use |&oel
example, rocks can be generally categoriastgneous sedimentaryand metamorphic

The values that can be takeme called levels. Categorical variables have no numerical
meaning but are ofte coded for easy of data entand processing in spreadsheets. For
example gender isften coded where male =1 and female = 2. Datatbais be entered

Fa OKIFNJIOGSNE oO0SodIad Wy2p NIK¥ infbdtant t@ ékbusé da¥ S NRA O
program distinguishes between categorical variables entered numerically and those
variables whose vaés have a direct numerical meaning.

Assessing whether a variable is entered as categorical:
i. Edit Data Set>click on each row header and it will tell you it is numeratégorical

Converting numeric variables to factors:
i. Data->Manage variable® active dataset>/ 2 Y GSNI Yy dzYSNAO @I NR | 6

@ Convert Mumeric Variables to Factors = e I&
Variables (pick one or more) Factor Levels

AgelnWeeks * @ Supply level names

EDHE'AF,EE E Uze numbers

Bone.Mineral. Content

BoneMineral.Density -

Mew variable name or prefix for multiple variables:  <same as variables>

| @Help ‘ ‘ (:’:? Ok ‘ ‘ w Cancel

ii. Select the variables


http://en.wikipedia.org/wiki/Igneous
http://en.wikipedia.org/wiki/Sedimentary
http://en.wikipedia.org/wiki/Metamorphic_rock

ii. , 2dz Oy 3SYSNXGS | yS¢ OFENARIoOotS o6& SyidSN
or overwrite the original name.

iv. The levels of the factor can be defined either leyesting Use numbers where the
current numbers become the levels or select Supply level nanieégou select

Supply level names then anothdralog box will appear to enter the name for each
numeric value.

r— 1
@ Level Names for Gender2 ﬁ
Mumeric value Level name
1
2
‘ J QK ‘ ‘ * Cancel ‘
[ o

v. OK

3.3 Subdividing data
3.3.1 by columns (variables)
i. data-> active dataset-> subset active datset.

F ™
G Subset Data Set -— o

[] Include all variables
OR

Variables (select one or more)

Subset expression

<all cases>

1 | | ¥
Mame for new data set
ReducedDataset

Hel QK Cancel
_ @ | | Sox [ R |

ii. Untick the Include all variables atbld the CTRL key to select the variables you wish
to keep

iil. Gve the new datased name-> OK



3.3.2 by rows (and variables if you wish)
i. Data->adive dataset-> subset active dataset

@@ Subset Data Set - Iﬁ

V| Include all variables

OR
Variables (select one or more)
A, -
MEFAC
STRAIN
TRIGS
Subset expression
CHOL=3

4 m

——
Mame for new data set
HighCholestrols\Values

‘ @Help | [ Q‘/,? oK l ‘ w Cancel

ii. Select the variables you wish to include in the new dataset
iii. Write a®ubset expressiadd g K A O Kio dkivie thé selbidipih & rows

Symbol/code Name Use

== equality used to indicate the variablshould equal
I= Inequality used to indicate the variable should not equal
& And used to combine multiple expressions

| Or used to combine multiple expressions
is.na(varname) Include the missing values of a variable
lis.na(varname) Exclude the nssing values of a variable
> Greater than

< Less than

>= More than or equal to

<= Less than or equal to

m Note 1: If you use a name in an expression you need to surround the name with double
jdz2iSa S®ad ayl YSed
Q Note 2: the variable name is s@sensitive (i.e. it has to match exactly the name used

Danger!

as a column header).

Example:GENDERT aCSYIl f S¢
QEI YL S HY D9b59w I'T' acSYlFLf{S¢ 3 ' D9 fT



O Subset Data Set - - Iﬁ

Include all variables

OR
Variables (select one or more)
MA. -
MEFAC 3
STRAIN 3
TRIGS -

Subset expression
GEMDER=="Female"
F | b

Marme for new data set

FermnaleDataCnly

Hel QK Cancel
 One | | vox || %

iv. Give the dataset a new narme OK.

4. Using R Comander to explore data

4.1 Graphically

The R commander is able to generate a variety of basic statistical griphgraphic output in

R commander is limited by the choice offered in the menu. Therd@r many options to be
incomorated sensible. Whilst in Rsing the command line, the options are endleSection 7

of this course, givesxamples of how the graphical output can be amended by altering the R
code. For further adjustmentd would recommend speaking toraR useyor using booksand

web resources to learn more

Some references for producing graphs in R
R Graphics (Computer Science and Data Anabysizaul Murrell
http://www.harding.edu/fmccown/R/
http://www.statmethods.net/graphs/irdex.html
http://freshmeat.net/articles/creatingchartsand-graphswith-gnur
http://www.ats.ucla.edu/stat/R/library/lecture _graphing_r.htm

4.1.1 Histograms
In statistics ahistogramis agraphicaldisplayof tabulatedfrequencies shown adars It shows

what proportion of cases faithto each of severatategories


http://www.amazon.co.uk/exec/obidos/search-handle-url?_encoding=UTF8&search-type=ss&index=books-uk&field-author=Paul%20Murrell
http://www.harding.edu/fmccown/R/
http://www.statmethods.net/graphs/index.html
http://freshmeat.net/articles/creating-charts-and-graphs-with-gnu-r
http://www.ats.ucla.edu/stat/R/library/lecture_graphing_r.htm
http://en.wikipedia.org/wiki/Statistics
http://en.wikipedia.org/wiki/Graphical_display
http://en.wikipedia.org/wiki/Frequency_(statistics)
http://en.wikipedia.org/wiki/Bar_chart
http://en.wikipedia.org/wiki/Categorization

I. Graphs> HistogranX

r
@@ Histogram

Data | Options

Wariable (pick one)
GE_IM_WEEKS
MY

CHOL

L -

L3

[, |

@ Help | ‘ Q} Reset | { @ oK J ‘ * Cancel ‘ | F; Apply

ii. Select the variable of interest

iii. Then select the options tab to bespoke the final graph

a. Labelsx-axis, yaxis and tle, can be customized here.
b. The scale can be as counts, percentage or densities as required.
c. Finally the number of bins can be determined automatically or defined by entering a

number.
r al
@@ Histogram ﬁ
Opticns
Plot Opticns Plot Labels
Mumber of bins:  <auto> ¥-axis label  <auto>
Auis Scaling 4| | +
y-axis label  <auto=
) Percentages 1| | »
If ) Densities Graphtitle  <auto>

4|

@Help ‘ ‘ Q} Reset ‘ { @? oK J ‘ * Cancel ‘ ‘ F; Apply




4.1.2 Norm QO plots

In statistics a Q-Q plot ("Q" stands forquantile) is aprobability plot whichis agraphical
method for comparing twoprobability distributionsby plotting their quantiles against each
other. If the two distributions being compared are similar, the points in th® @lot will
approximately lie on the ling =x. A norm QQ plot compares the sample distribution against a
normal distribution.

Additionalinformation:
http://www.cms.murdoch.edu.au/areas/maths/statsnotes/samplestats/ggplot.html
http://webhelp.esri.com/arcgisdesktop/9.2/index.cfim?TopicName=Normal _QQ plot and gen

eral_QQ plot

i. Grapls-> Quantilecomparison ploX
[ @@ Quantile-Comparison (QQ) Plot - @1

Data | Opticns

Variable (pick one)
\AGE_IN_WEEKS
LAY

CHOL

CL

m | »

1

Hel 43 Reset 0K Cancel & Appl
@ p ' & Apply

il. Select variable of interest
iii. Then select the options tab to bespoke the finedygh

a. Labelsx-axis, yaxis and titlecan be customized here.

b. The distribution type and associated characteristics defined. Select normal for a
normal QQ plot.

C. There is an option to identify outliers. You can either have outliers automatically
labelled with the index number or interactivelyhere you select the data point to
labelwith amouseclick


http://en.wikipedia.org/wiki/Statistics
http://en.wikipedia.org/wiki/Quantile
http://en.wikipedia.org/wiki/Probability_plot
http://en.wikipedia.org/wiki/Graphical_method
http://en.wikipedia.org/wiki/Graphical_method
http://en.wikipedia.org/wiki/Probability_distribution
http://www.cms.murdoch.edu.au/areas/maths/statsnotes/samplestats/qqplot.html
http://webhelp.esri.com/arcgisdesktop/9.2/index.cfm?TopicName=Normal_QQ_plot_and_general_QQ_plot
http://webhelp.esri.com/arcgisdesktop/9.2/index.cfm?TopicName=Normal_QQ_plot_and_general_QQ_plot

-
@@ Quantile-Comparison (QQ) Plot

(2) Do not identify

() Interactively with mouse

Mumber of points to identify |2 3:

®-
Plot Options Plot Labels

Distribution x-axis label  <auto>
@ Normal e *
ot df = y-axis label  <autox
() Chi-square df = T
@ F Murnerator df = Denominater df = Graph title  <auto>
) Other Specify: Parameters: L) [P
Identify Points

l &) Help ][ 4 Reset l

[ o oK H 9 cancel H & Apply

4.1.3 atterplots

Grapls-> ScatterploX

-
@R Scatterplot A

Data |Options

x-variable (pick one)

y-variable (pick cne)

geln.Weeks
Bone.Area
Bone.Mineral.Content
BoneMineral.Density

Plot by groups...

RRTIE

Subset expression

<all valid cases>

1

F

geln Weeks
Bone.Area
Bone.Mineral.Content
BoneMineral.Density

¢ >

(@] [ oue |

of OK

| ‘ F’ Apply

Select the variables foraxis and yaxis




iii. 'You have the option to plot by groups which will lead to theofeihg dialog box, where you
can select the grouping variable and whether you want the fitted lines to be for the whole
data or by group.

[ O® Groups [&r

Groups variable (pick one)
Aszay. Date -
Birth.D'ate =
Coat.Color
Cohort.Mame -
Plot lines by group (¥
Q:’_’? oK ‘ ‘ w Cancel

iv. Then select the options tab twustomisethe final graph.

A Labels, saxis, yaxis and title, can beustomized herdoth in content and
plotting characteristics.

A There is an option to identify outliers. You can either have outliers
automatically labelled with the index number or interactively where you
select the data point to label with a mouse click.

A If you wish thex or y axis can be logged.

A Marginal boxplots: If this selected, then along each axis is shown a boxplot
of the variable for that axis.

A litter: this is useful when there are many data points to see if they are
overlaying, as a function is used to randoméyturb the points but this does
not influence line fitting.

A Leastsquare line can be selected to fit a best fit linear regression line.

A Smooth linec will fit a loess line which is a locally weighted line and is used
to assess whether the assumptionlofearity is appropriate.There is an
option to amend the number of data points used in the smooth process.

A Show spread, this will give a dotted line surrounding the data and fitted

curves and shows the standard deviation of the data.
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Interpreting the output:
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A Thegreenline: is the best fit linear regression
Thered line: is loess line. A loess line is a locally weighted line and is used to assess
whether the assumption of linearity is appropriate. Visually you are looking to see whether
the loess line suggestions a significant deviation from the linear.
The dottedlines indicatehe spread of the data.
The box plots give an indication to the spread of each variable independently.



4.1.4 Box plots
A boxplot, or box and whisker diagram, praesda simple graphical summary of a set of data. It

is a convenient way of graphically visualising data through theirrfiv@ber summaries: the
smallest observation (minimum), lower quartile (Q1), median (Q2), upper quartile (Q3), and
largest observationnjaximum). Aquatrtile is any of the three values which divide the sorted
dataset into four equal parts, so that each part represents one fourth of the sampled
population.Qutliers, points which are more than 1.5 the interquartile range-@3 away from

the interquartile boundaries are marked individually.

a. Grapts-> BoxploK
b. Select the variable of interest

@& Boxplot Iﬁ
Data | Options

Variable (pick cne)

AgelnWeeks -
BoneArea =
BoneMineral.Content

BoneMineral.Density -

Plot by groups...

@Help ‘ ‘ x\?ﬁ- Reset ‘ ‘ Qf QK ‘ ‘ % Cancel ‘ ‘ .f-:/ Apply

c. Plot by groups: allows you tavemultiple boxplotsin the same graph split ke categorical
variable.
d. Then select the options tab wustomizethe final graph.

A Labels, axis, yaxis and title, can be customized here both in content and
plotting characteristics.

A There is an option to identify outliers. You can either have outliers
automatically labelled with the index number or interactively wégou
select the data point to label with a mouse click.
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@ Boxplot

Opticns

Identify Cutliers Plot Labels
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) With mouse 1|
7 Mo y-axis label  <auto=
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Graph title  =auto=
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&) Help |‘ ) Reset H of OK
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e. OK

4.2 ShapireWilk testfor normality

This is a hypothesis tests with the null hypothesis that the data comes from a normal
distribution. Hence if thg-value is below the significance threshdtgipically 0.05), then the

null hypothesis is rejected and the alternative hypothesis is accepted. Here the alternative
hypothesis is that the data does not come from a normal distribution.

a. Statistics>Summaries> Shapo-Wilk test of normality

-
@ Shapiro-Wilk Test for Normality

Variable (pick one)
AgelnWeeks -
Bone.Area |E|
Bone.Mineral,.Content
BEone.Mineral,Density -
@Help ‘ ‘ ‘ﬂﬁ Reset ‘ ‘ @? oK ‘ ‘ * Cancel ‘ ‘ ﬁ Apply ‘

b. Sdect the parameter of interest
c. OK






